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Abstract: E-healthcare has been envisaged as a major component of the infrastructure of modern 
healthcare, and has been developing rapidly in China. For healthcare, news media can play an im-
portant role in raising public interest and utilization of a particular service and complicating (and, 
perhaps clouding) debate on public health policy issues. We conducted a linguistic analysis of news 
reports from January 2015 to June 2021 related to E-healthcare in mainland China, using a hetero-
geneous graphical modeling approach. This approach can simultaneously cluster the datasets and 
estimate the conditional dependence relationships of keywords. It was found that there were eight 
phases of media coverage. The focuses and main topics of media coverage were extracted based on 
the network hub and module detection. The temporal patterns of media reports were found to be 
mostly consistent with the policy trend. Specifically, in the policy embryonic period (2015–2016), 
two phases were obtained, industry management was the main topic, and policy and regulation 
were the focuses of media coverage. In the policy development period (2017–2019), four phases were 
discovered. All the four main topics, namely industry development, health care, financial market, 
and industry management, were present. In 2017 Q3–2017 Q4, the major focuses of media coverage 
included social security, healthcare and reform, and others. In 2018 Q1, industry regulation and 
finance became the focuses. In the policy outbreak period (2020–), two phases were discovered. 
Financial market and industry management were the main topics. Medical insurance and healthcare 
for the elderly became the focuses. This analysis can offer insights into how the media responds to 
public policy for E-healthcare, which can be valuable for the government, public health practitioners, 
health care industry investors, and others.  
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1. Introduction
E-healthcare is an emerging field in the intersection of medical informatics, public

health, and business and refers to health services and information delivered or enhanced 
through the Internet and related technologies [1]. As information and communication 
technologies continue to develop, the E-healthcare industry has been revolutionizing 
healthcare all over the world. E-healthcare in China began with telemedicine in the 1980s. 
The Chinese government created the “Internet Plus Healthcare” scheme in 2015 [2] and 
has issued a series of policies and greenlighted medical institutions to conduct Internet 
medical services as part of a broader push to promote E-healthcare. The course of policy 
development can be divided into three periods [3]. The first is the policy embryonic period 
2015–2016, during which three policies were issued and marked the promotion of E-
healthcare as a national strategy. The second is the policy development period 2017–2019, 
during which several policies were issued, involving supervision, application, and policy 
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experiment, and focusing on support and guidance from an application perspective. The 
third is the policy outbreak period 2020–, during which the policies have been mainly 
focused on the online medical insurance payment standards. With the advancement of 
technology and promotion of government policies, the E-healthcare industry has been de-
veloping rapidly. It has also had an additional boost from the COVID-19 pandemic [4]. 
We refer to the literature for discussions on technologies adapted to fit local contexts [5], 
incentives by government organizations [4], legislation and policies [2], fit between E-
healthcare systems and work practices or daily clinical work [6], and others. 

It is well recognized that news media plays a substantial role in raising public aware-
ness, framing public opinions, and affecting policy formulation and adoption on popular 
issues [7]. Studies have established the strong associations between media and public’s 
priorities [8]. For example, McCombs and others [9] showed that media could influence 
public’s opinions by signaling the importance of certain issues via preferential treatments, 
such as more frequent coverage and a more prominent position. Guo and McCombs [10] 
showed that the salience of network relationships among objects and/or attributes, in ad-
dition to the ranking of individual elements, could be transferred from media to the public. 
For healthcare, news media can play an important role in raising public interest and utili-
zation of a particular service [11,12] and complicating (and, perhaps clouding) debate on 
public health policy issues [13]. For example, Rachul and Caulfield [14] conducted a con-
tent analysis of news articles on the access to health therapies and technologies. They 
found that patients’ perspectives were often highlighted, and that media was largely sym-
pathetic towards patients, thus adding to public debate favoring increased access to 
healthcare even in the face of equivocal evidence on efficacy. 

Published studies have mostly examined the focus and tendency of media coverage 
on public healthcare issues. “Traditional” qualitative content analysis has been conducted 
in many studies. For example, Rachul and Caulfield [14] adopted a descriptive coding 
framework which included the identification of issues discussed in articles and discussion 
perspectives. Qualitative methods can be time-consuming and inefficient. Some published 
studies have applied state-of-the-art text mining to analyze news articles and identify cov-
erage and focus [15]. Published quantitative analyses, despite significant successes, often 
suffered from methodological limitations. For example, Liu and others [16] conducted 
topic modeling to analyze news articles and identified news coverage and emphases to-
ward public health issues. In their analysis, a document was represented by a bag of 
words. It neglected the relationships among words and encountered problems such as the 
loss of semantics and concept ambiguity [17]. Although there were some improvements 
(for instance, Zolnoori and others [15] considered word order in a text document for topic 
modeling), the existing studies are still often limited by not sufficiently accommodating 
the interconnections among words. Furthermore, they have failed to map out the interre-
lationships among objects and attributes transferred from media to the public, which has 
high research and practical value [10].  

In this article, our goal is to conduct a linguistic analysis of news reports on E-
healthcare in mainland China. This analysis can advance from the existing literature in 
multiple important aspects. First, it takes a system perspective and models interconnec-
tions. Linguistic networks are analyzed, making this study more powerful than those fo-
cusing on individual words and phrases. Network hubs, which represent the focuses of 
media coverage, are identified. Topics are extracted based on network module detection. 
The obtained topics can reveal not only debated issues but also interrelationships among 
objects and attributes transferred from media to the public, which have been missed by 
the existing works. Second, advancing from some word co-occurrence network studies 
which focus on words that are consecutive or in the same sentences [18], the HGMND 
(heterogeneous graphical model for non-negative data) approach adopted in our analysis 
can accommodate the interconnections among words “far away” from each other. Third, 
our analysis can effectively model changes over time. The linguistic networks are time-
dependent and obtained under a data-driven framework which is more flexible than the 
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previous studies. Under our modeling, change points in time exist and can signal signifi-
cant events or behaviors (for example, the announcement and implementation of major 
health policies). With the assistance of penalized estimation, small, spurious changes are 
“ignored”, and only substantial changes are identified. Between two adjacent change 
points, networks remain constant. The merit of this study also comes from data analysis, 
which can offer insight into the temporal patterns of media reports during the process of 
E-healthcare development in China. Overall, this study can present a novel analysis of 
news coverage and provide useful information on the media environment of the E-
healthcare industry for the government, public health practitioners, and healthcare indus-
try investors. It belongs to the paradigm of information theory analysis, extracts valuable 
information from mass data, and analyzes using state-of-the-art techniques. It well fits the 
scheme of this journal. 

2. Materials and Methods 
The key steps of this research are summarized in Figure 1.  

 
Figure 1. Flowchart of the proposed quantitative linguistic analysis. 

2.1. Data Collection and Pre-Processing 
Data was retrieved from the WiseOne Intelligent Data Platform (https://www.wis-

ers.com.cn/en/product/intelligentDataPlatform.html, accessed on 1 September 2022). Wis-
eOne is the world’s largest Chinese media information service provider. With a one-stop 
solution, it covers more than 1500 mainstream media from mainland China, Hong Kong, 
Macao, Taiwan, Southeast Asia, Europe, and the United States, with a total of more than 
30 million news items and over 500,000 articles updated every month. We collected all 
news reports from newspapers and periodical journals in mainland China related to E-
healthcare from January 2015 to June 2021–in China, newspapers and periodical journals 
are in the category of traditional media. There are a total of 18,804 reports. Figure 2 shows 
the number of reports for each month, where temporal variations are clearly observed.  
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Figure 2. Number of reports related to E-healthcare from January 2015 to June 2021. 

For pre-processing, tokenization was first conducted. Noninformative stopwords 
were removed. Punctuation marks were excluded. Multi-word tokenization was also con-
ducted to expand a raw token into multiple syntactic words. We extracted the top 100 
keywords from the TF-IDF vectors. TF-IDF stands for Term Frequency Inverse Document 
Frequency of records. It is a weighting system that assigns a weight to each word in a 
document based on its term frequency (TF) and inverse document frequency (IDF). It is 
one of the most effective and popular metrics to determine how significant a term is to a 
text in a series or a corpus. After merging semantically related words, we obtained 51 
keywords. 

Considering the variation of the number of reports over time, we normalized the 
term frequencies of the extracted keywords. Specifically, we split the data into multiple 
subsets, with one subset for each quarter. Then, for each subset/quarter, the adjusted term 
frequencies of the keywords were considered as the observations of a 51-dimensional ran-
dom vector. Figure 3 presents the histograms of adjusted term frequency for selected key-
words and clearly demonstrates differences in distribution. Differences also exist across 
the data subsets.  

 
Figure 3. Histograms of adjusted term frequency for selected keywords for 2015 Q1 (upper), 2017 
Q4 (center), and 2019 Q4 (lower). 



Entropy 2022, 24, 1557 5 of 22 
 

 

Data was further summarized in Figure 4. It was observed that the average adjusted 
term frequency of the keywords varied over time, and that the standard deviation in-
creased significantly since 2017 Q2.  

 
Figure 4. Summary of the adjusted term frequency for the keywords. 

2.2. Graph Clustering and Estimation 
The adjusted term-frequencies of the keywords are non-negative and non-Gaussian, 

as shown in Figure 2. Observations in each subset can be viewed as homogeneous, while 
heterogeneity exists across subsets. A non-negative exponential family is adopted to de-
scribe data distribution in each subset. Then, the conditional relationships among all key-
words in each subset are represented by a parameter matrix. Graphical modeling is a pow-
erful tool for describing conditional dependence relationships among variables. Here, we 
adopt the HGMND method [19]. In this step, we simultaneously cluster the quarters and 
estimate a graph for each cluster.  

In the 𝑚th subset, the joint density 𝑃 (𝑦( ); 𝛩∗( ), 𝜂∗( )) of the adjusted term fre-
quency of keywords vector 𝑌( ) = (𝑌( ), … , 𝑌( )) ∈ ℝ  is assumed to be proportional 
to: exp − 𝑦( ) 𝛩∗( ) 𝑦( ) + 𝜂∗( ) ( )

I(𝑦( ) ∈ ℝ ), (1)

where 𝑦( ) = (𝑦( ), … , 𝑦( ))  is a realization of 𝑌( ) ; matrix 𝛩∗( ) = (𝜃∗( )) ∈ ℝ ×  
and vector 𝜂∗( ) = (𝜂∗( )) ∈ ℝ  are the true parameters; 𝑎, 𝑏 > 0 are known constants; (𝑦( )) = (𝑦( ) , … , 𝑦( ) ) ; 1  is a 𝑝 −dimension vector with all elements equal to 1; 
I(·) is the indicator function; and ℝ = [0, ∞)  is the non-negative orthant. In this study, 
we set 𝑎, 𝑏 =1, and then density (1) corresponds to a truncated Gaussian distribution with 𝑌( )~𝑇𝑁(𝜇( ), 𝛴( )), where 𝛴( ) = (𝛩∗( ))  is positive definite, and 𝜇( )=𝛴( )𝜂∗( ).  

For estimation, we consider the objective function:  𝐿({𝛩}, {𝜂}) = ∑ 𝐽 𝛩( ), 𝜂( ) + 𝑃({𝛩}; 𝐸), (2)

where {𝛩}  =  {𝛩( ) , 𝑚 =  1, . . . , 𝑀} and {𝜂}  =  {𝜂( ) , 𝑚 =  1, . . . , 𝑀} are the parameters 
of the joint density in the form of (1) to approximate the true density. The first term of (2) 
is the sum of 𝑀 loss functions, where 𝐽(𝛩( ),  𝜂( )) is the empirical generalized h-score 
matching loss for the 𝑚th dataset. For more details on 𝐽(𝛩( ),  𝜂( )), we refer to [19]. The 
second term 𝑃({𝛩};  𝐸) is a penalty function, and we adopt: 𝑃({𝛩}; 𝐸) = 𝜆 ∑ 𝛩( )  + 𝜆 ∑ 𝛩( )  − 𝛩( )  ,  
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where 𝛩( )  = 𝛩( ) − 𝑑𝑖𝑎𝑔(𝜃( ), … , 𝜃( )), 𝛩( )  = ∑ 𝜃( ) , ‖. ‖  is the Frobenius 
norm, and 𝜆 , 𝜆  are the non-negative tuning parameters. This penalty function has two 
terms. The first term can lead to sparsity for 𝛩( ), 𝑚 = 1, … , 𝑀. The fused group Lasso 
term penalizes the difference in conditional relationships between two datasets in adja-
cent quarters. It can borrow strength across the datasets in adjacent quarters when esti-
mating 𝛩( ). Furthermore, it can help identify the cluster structure (change points) of 𝛩( )’s. Specifically, if, for example, 𝛩( )  ≠ 𝛩( )  = ⋯ = 𝛩( )  ≠ 𝛩( )  , we 
conclude that the conditional relationships of the keywords in the (𝑚 + 1)th time unit 
to the (𝑚 + 𝑘)th time unit are the same, and that the (𝑚 + 1)th to (𝑚 + 𝑘)th time units 
belong to the same cluster. Besides, 𝑚  and 𝑚 + 𝑘 are two change points. Tuning pa-
rameter 𝜆  controls the degree of heterogeneity among the estimates of 𝛩( )’s. For tun-
ing parameter selection, we adopt an AIC-type criterion [19] and a grid search.  

In principle, it is possible that non-adjacent time units/datasets have the same 𝛩( )   
values, although we note that such a model structure may be hard to interpret. When it is 
desirable to allow for such a structure, we can replace the second term of the penalty func-
tion with a pairwise penalty 𝜆 ∑ 𝛩( )  − 𝛩( ) . For more details, we refer to 
[20].  

2.3. Linguistic Network Analysis and Interpretation 
Based on the graphs obtained above, linguistic networks can be constructed. The lin-

guistic network for the 𝑚th graph can be expressed as 𝐺( )  =  (𝑉( ), 𝐸( )), where 𝑉( ) 
is a set of nodes (where each node represents a keyword), and 𝐸( ) is a set of edges. Edge 𝑒( ) ∈ 𝐸( )  connects nodes 𝑖  and 𝑗 if 𝜃( ) ≠ 0, which means that the two keywords 
have a conditional dependence relationship. The number of edges is denoted as 𝑞( ) = |𝐸( )| , and 𝑛( )  = 𝑛 =  |𝑉( )|  denotes the number of nodes. We examine statistical 
properties and structures of the linguistic networks from three aspects: statistical indica-
tors, network hubs, and modules.  
(1) Statistical indicators 

We examine a set of informative statistical indicators associated with the topological 
properties of the linguistic networks:  

1 The average degree for the 𝑚th network is computed as: < 𝑘𝑖(𝑚) >= ∑ 𝑘𝑖(𝑚),  

where <> is sample average, 𝑘( ) is the degree of node i, and 𝑘( )  = 𝑗 ∈ 𝑉( )| {𝑖, 𝑗} ∈ 𝐸( ) .  
2 The average shortest-path length (ASPL) is the average value of the shortest-

path length between any two nodes in the network. For the 𝑚th network, it is 
calculated as: 

𝐴𝑆𝑃𝐿( ) = 2 ∑ ( )𝑖>𝑗𝑛(𝑛−1) ,  

where 𝑑( ) is the shortest-path length between nodes i and j.  

3 The clustering coefficient is the average of the clustering coefficients of all nodes. 
For the 𝑚th network, it is defined as: 

𝐶𝐶( ) = 1𝑛 ∑ ( )( )( ( )−1)/2𝑖 ,  

where 𝑘( ) is the degree of node 𝑖, and 𝑞( ) is the number of edges among the 𝑘( ) 
neighbor nodes. For an Erdös–Renyi network, the average shortest-path length is 𝐴𝑆𝑃𝐿( ) ≈  ln(𝑛)/(ln(2𝑞( )) − ln(𝑛)) , and the clustering coefficient is 𝐶𝐶( ) ≈  2𝑞( )/
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𝑛(𝑛 −  1). A network is said to have the small-world property if the small-world coeffi-
cient σ =(𝐶𝐶( )/𝐶𝐶( ))/(𝐴𝑆𝑃𝐿( )/𝐴𝑆𝑃𝐿( )) > 1 [21].  

4 The degree distribution, for the 𝑚th network, is denoted as 𝑃(𝑘( )) and is the 
probability that a randomly chosen node has exactly degree 𝑘( ). In case 𝑃(𝑘( )) satisfies the power-law degree distribution, that is, 𝑃(𝑘( ))  ∝ 𝑘( )−𝛾 
where 𝛾 is a positive constant, the network is called scale-free [22]. 

(2) Network hubs  
Degree centrality and eigenvector centrality are used to identify network hubs. This 

allows us to evaluate the qualitative nature of the most central words in the networks. For 
our analysis, network hubs can reflect the focuses of media coverage which may lead the 
public to consider those issues as important.  

For a node, the degree centrality is its degree, and the eigenvector centrality is based 
on the centrality of its neighbors. For the 𝑚th network, the eigenvector centrality for node 
i is the ith element of 𝑥( ), defined by: 𝐴( )𝑥( ) = 𝜆( )𝑥( ),  

where 𝐴( ) is the adjacency matrix of graph 𝐺( ) with eigenvalue 𝜆( ), 𝐴( ) = 1 if node 
i is linked to node j, and 𝐴( ) = 0 otherwise. Based on the Perron–Frobenius theorem, 
there is a unique solution 𝑥( ), all of whose entries are positive, if 𝜆( ) is the largest ei-
genvalue of the adjacency matrix [23]. 
(3) Module detection  

A module is defined as a set of densely connected nodes that are sparsely connected 
to the other modules in the network. The Louvain algorithm [24] is adopted and realized 
using the Gephi software (version 0.9.7). A modularity score is maximized by choosing an 
appropriate division of the network. More specifically, for the 𝑚th network, the modu-
larity score is computed as:  

𝑄( )(𝑐) = 12𝑙(𝑚) [𝐴𝑖𝑗(𝑚) − 𝜆 𝑘𝑖(𝑚)𝑘𝑗(𝑚)2𝑙(𝑚) ]𝛿𝑖𝑗(𝑚)(𝑐),  

where 𝑐 is a partition of the nodes, 𝑙( ) is the total number of edges, 𝑘( ) is the degree of 
node i , and 𝜆 is a tuning parameter. 𝛿( )(𝑐) describes whether nodes i and j are in the 
same module: if yes, 𝛿( )(𝑐) = 1; otherwise, 𝛿( )(𝑐) = 0.  

The Louvain algorithm can unfold a complete hierarchical modular structure of a 
network, thereby allowing for different resolutions of module detection. In Gephi, the res-
olution parameter, which describes how much between-group edges impact the modu-
larity score, determines the granularity level at which modules are detected [25], with a 
low-resolution value resulting in more modules. The analysis of associations between 
words in a module can assist keeping track of semantic structures. The words in the same 
module are likely to describe tightly connected topics. We extract topics based on semantic 
structures of the detected modules. For example, most of the words in Figure 5 are related 
to financial market. As such, this module can be considered as describing financial market. 
The detected topics can reveal not only debated issues but also interrelationships among 
objects and attributes transferred from media to the public.  

To describe the strengths of topics, we consider two measures: the absolute and rel-
ative strengths. Assume that 𝑈 topics are extracted based on module detection. Following 
[17,26], for the 𝑚th quarter, the absolute and relative strengths of topic u can be computed 
as: AStrength(𝑢, 𝑚) = ,  ,   RStrength(𝑢, 𝑚) = ,  ∑ ,  ,  
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where 𝑀  and 𝑛 ,  are the total number of news and the number of news related to 
topic 𝑢 in the 𝑚th quarter, respectively. 

 
Figure 5. A sample module. 

3. Results 
3.1. Graph Clustering and Estimation 

Figures 6 and 7 present the clustering of quarters and the graphs illustrating the con-
ditional dependence relationships among the keywords.  

  
(a) (b) 
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(c)  (d) 

Figure 6. Conditional dependence relationships among the keywords (2015 Q1–2019 Q2). (a) 2015 
Q1–2015 Q4. (b) 2016 Q1–2017 Q2. (c) 2017 Q3–2017 Q4. (d) 2018 Q1–2019 Q2. 

Based on the graph clustering and estimation results, we found that there were eight 
phases of media coverage. Specifically, in the policy embryonic period 2015–2016, two 
phases were observed, their estimated graphs are sparse, and a limited number of issues 
were discussed. The policy development period 2017–2019 was divided into four phases. 
Among them, the estimated graph for the 2017 Q3–2017 Q4 phase is the densest. The 2019 
Q4–2020 Q1 phase can be viewed as the transition phase between the policy development 
and outbreak periods. Two phases were discovered in the policy outbreak period 2020–. 

  
(a) (b) 
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(c) (d) 

Figure 7. Conditional dependence relationships among the keywords (2019 Q3–2021 Q2). (a) 2019 
Q3. (b) 2019 Q4–2020 Q1. (c) 2020 Q2. (d) 2020 Q3–2021 Q2. 

3.2. Linguistic Network Analysis 
3.2.1. Statistical Indicators 

Summary information is provided in Table 1. Based on this, an overview of the lin-
guistic networks can be obtained. The average degrees of the networks in 2015 Q1–2015 
Q4 and 2016 Q1–2017 Q2 are much lower, which suggests much sparser networks. It has 
the highest value in 2017 Q3–Q4, and those in the other phases are similar.  

The small-world coefficient 𝜎, calculated based on the average shortest-path length 
and clustering coefficient, was larger than 1 in the phases after 2018 Q1. This suggests the 
presence of the small-world phenomenon in the linguistic networks of those phases.  

In the analysis of degree distribution, it was found that all networks, except for that 
in 2017 Q3–2017 Q4, exhibited power-law degree distributions, with the power-law expo-
nent ranging between 2 and 2.6. This scale-free characteristic suggested that the connec-
tivity values of a small number of nodes were large (with many connections), rendering 
them leading roles in the networks. On the other hand, most other nodes had limited con-
nections. The degrees of the network in 2017 Q3–2017 Q4 followed a skewed bell-shaped 
distribution. 

Table 1. Summary of the keyword networks. 

Phase Average Degree 𝑨𝑺𝑷𝑳/𝑨𝑺𝑷𝑳𝒓 𝑪𝑪/𝑪𝑪𝒓 𝝈 𝜸 
2015 Q1–2015 Q4 0.157 1.800/3.424 0.000/0.400 0.000 2.328 
2016 Q1–2017 Q2 0.196 2.133/3.507 0.000/0.333 0.000 2.077 
2017 Q3–2017 Q4 18.275 1.711/1.353 0.455/0.365 0.986 --- 
2018 Q1–2019 Q2  1.529 2.118/1.971 0.303/0.254 1.110 2.496 
2019 Q3 1.725 2.099/2.229 0.385/0.190 2.151 2.285 
2019 Q4–2020 Q1 2.039 2.411/2.539 0.302/0.137 2.321 2.213 
2020 Q2 2.510 2.268/2.118 0.559/0.182 2.868 2.145 
2020 Q3–2021 Q2 1.686 3.073/2.723 0.541/0.132 3.631 2.621 

3.2.2. Network Hubs  
For each linguistic network, the five most central hubs are listed in Table 2. It is noted 

that the degree and eigenvector centrality captured quite similar patterns. Among the 
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hubs, words such as “Deliberation”, ”Directors”, “Disclosure” reflect the focus on regula-
tion. They were at the center of the networks in most phases. “Law” and “Policy provi-
sions”, reflecting the focus on policy, were the central network hubs in the policy embry-
onic period 2015–2016. Words related to finance and economy, such as “Finance”, “Finan-
cial bonds”, “Risk”, “Market”, “Contract”, became the most central network hubs in 2018 
Q1, which was the middle of the policy development period. In the policy outbreak period 
2020–, ”Insurance”, “Retirement”, which were related to specific healthcare domains, 
were the most central words. 2017 Q3–2017 Q4 was the opening phase of the policy de-
velopment period. The hubs in that phase were quite different from those in the other 
phases and included “Industry”, ”Society”, ”Reform”, ”Healthy”, ”Conference”, “Guar-
antee”, which were related to a wide range of issues.  

Overall, in the policy embryonic period 2015–2016, the media focused on policy and 
regulation. In the policy development period 2017–2019, the major focuses of media cov-
erage included social security, healthcare and reform, etc. in 2017 Q3–2017 Q4. Since 2018 
Q1, industry regulation and finance had become the focuses. In the policy outbreak period 
2020–, medical insurance and healthcare for the elderly started to be the focal points. 

Table 2. Five most central network hubs derived from the degree and eigenvector centrality 
measures. 

 Degree Centrality  Eigenvector Centrality  
2015 Q1–2015 Q4 

Directors, Policy provisions, Law, 
Disclosure,Deliberation 

Directors, Policy provisions, Law, 
Disclosure, Deliberation 

2016 Q1–2017 Q2 Policy provisions, Law, Disclosure, 
Directors, Deliberation 

Policy provisions, Law, Directors, 
Disclosure, Deliberation  

2017 Q3–2017 Q4 Industry, Society, Guarantee, Reform, 
Conference 

Industry, Society, Guarantee, Healthy, 
Reform 

2018 Q1–2019 Q2  
Market, Finance, Risk, Financial bonds, 
Disclosure 

Market, Finance, Disclosure, Financial 
bonds, Risk 

2019 Q3 Market, Finance, Policy provisions,  
Disclosure, Financial bonds 

Market, Policy provisions, Disclosure, 
Finance, Financial bonds 

2019 Q4–2020 Q1 Market, Disclosure, Deliberation, Risk, 
Contract 

Market, Disclosure, Contract, Risk, 
Deliberation 

2020 Q2 
Deliberation, Disclosure, Configuration, 
Market, Contract 

Deliberation, Disclosure, Contract, 
Market, Risk  

2020 Q3–2021 Q2 
Configuration, Deliberation, Financial 
bonds, Retirement, Insurance 

Configuration, Retirement, Insurance, 
Financial bonds, Disclosure 

3.2.3. Module Detection 
Take the linguistic network for 2017 Q3–2017 Q4 as an example. Under the default 

resolution value of 1.0, there were 3 modules as presented in Figure 8, where different 
modules were represented with different colors, and the modularity value was 0.337. As 
shown in Table 3, we extracted three topics from the detected modules. For the modules, 
the average clustering coefficient was 0.455, suggesting a significant clustering effect. The 
same analysis was conducted on the other phases. The module detection results and the 
summary of module detection are provided in Appendix Figures A1 and A2 and Table 
A1, respectively. Modules with fewer than three words were omitted to improve presen-
tation. Note that, the modularity values were smaller than 0.3 for 2015 Q1–2015 Q4 and 
2016 Q1–2017 Q2, suggesting less satisfactory partitioning of the networks. The two cor-
responding linguistic networks were sparse, and as such, we extracted the topics directly 
from the semantic structures. 
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Figure 8. Module detection for the linguistic network of 2017 Q3–2017 Q4. 

Table 3. Information on the modules of the linguistic network of 2017 Q3–2017 Q4. 

Module ID % of Nodes Selected Keywords 

1 50.98% 
Deliberation; Society; Conference; Economy; 

Directors; Management construction 

2 41.18% 
Employment; Science and Technology; Reform; Industry; 

Innovation 
3 7.84% Distribution; Patient; Doctor; Medicine; Sales 

Overall, four main topics were summarized based on the detected modules, namely, 
Topic 1: industry development, Topic 2: health care, Topic 3: financial market, and Topic 
4: industry management. The topic structures of different phases are presented in Table 4. 
The detailed semantic structures are presented in Appendix Figures A3–A6. 

Table 4. Topic structure of different phases. 

Phase Topic Structure  
2015 Q1–2015 Q4 Topic 4 
2016 Q1–2017 Q2 Topic 4 
2017 Q3–2017 Q4 Topic 1, 2, 4 
2018 Q1–2019 Q2 Topic 3, 4 
2019 Q3 Topic 2, 3, 4 
2019 Q4–2020 Q1 Topic 2, 3, 4 
2020 Q2 Topic 2, 3, 4 
2020 Q3–2021 Q2 Topic 3, 4 

In the policy embryonic period 2015–2016, the media coverage had two phases, and 
Topic 4: industry management was the main topic. As shown in Appendix Figure A5, the 
interrelationships among the words transferred from media to the public were similar in 
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these two phases. The most central hub “Deliberation” was interconnected with ”Law”, 
”Policy provisions”, and ”Disclosure”.  

In the policy development period 2017–2019, all the four main topics were detected. 
Among them, Topic 1: industry development became a debated issue only in 2017 Q3–
2017 Q4. As shown in Figure 9, ”Industry” was interconnected with ”Employment”, “Re-
tirement”, ”Talents”, ”Reform”, ”Facilities”, “production”, ”Science and technology”, etc. 
As shown in Figure A3, in 2017 Q3–Q4, Topic 2 was related to medical sales. “Patient”, 
“Medicine”, ”Distribution”, “Doctor”, ”Sales”, and ”Market” were interconnected with 
each other. In 2019 Q3, “Retirement” was interconnected with ”Hospital” and “Open”. In 
2019 Q4–2020 Q1, “Retirement”, “Culture”, “Configuration”, and ”Institutional system” 
were interconnected with each other. Since 2019 Q3, Topic 2 was mainly about healthcare 
for the elderly. Topic 3: financial market became a key issue in 2018 Q1. “Finance”, “Fi-
nancial bonds”, “Risk”, “Market”, ”Policy provisions”, and ”Disclosure” were intercon-
nected with each other. Topic 4: industry management was also a key point of discussion. 
However, the interrelationships among the words changed in the policy development pe-
riod. ”Economy”, “Deliberation”, ”Conference”, ”Society”, ”Risk”, ”IPO”, ”Finance”, 
”Capital”, ”Law” and ”Corporate enterprise” were interconnected with each other in 2017 
Q3–2017 Q4. Topic 4 in that phase was related to a wide range of issues. The number of 
words included in Topic 4 sharply reduced in the remaining phases of that period. For 
example, only ”IPO”, “Deliberation”, ”Law”, and “Management construction” were in-
cluded in 2019 Q3. 

In the policy outbreak period 2020–, the policies were mainly focused on the payment 
standards of online medical insurance and comprehensively promoted the implementa-
tion of online medical treatment. In 2020 Q2, as presented in Appendix Figure A3, “Insur-
ance” was included in Topic 2. As shown in Appendix Figures A4–A6, in 2020 Q3–2021 
Q2, “Insurance” and “Retirement” were included in Topic 3, which was mainly about 
health insurance and financial risk in that phase. In 2020 Q3–2021 Q2, ”Medicine” was 
included in Topic 4. Medicine management became a concern in 2020 Q3–2021 Q2.  

 
Figure 9. Topic 1 in 2017 Q3–Q4. 

The absolute and relative strengths of the four main topics over time are plotted in 
Figures 10 and 11, respectively. We observed that the absolute strength of Topic 4 in-
creased over time. It had the highest level before 2019 Q3. Topic 3 surpassed Topic 4 from 
2019 Q3. The absolute strength of Topic 1 was the lowest. In 2019 Q4–2020 Q2, the strength 
levels of Topic 2, Topic 3, and Topic 4 were similar. The relative strengths had the same 
pattern. 
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Figure 10. Absolute strength of topics. 

 
Figure 11. Relative strength of topics. 

4. Discussion 
E-healthcare has played and may play an even more important role in modern 

healthcare. The open nature of internet requires that organizational policies and proce-
dures be put in place to ensure the privacy, integrity, and quality of E-healthcare systems. 
In China, the E-healthcare industry is supervised and managed by various regulatory 
agencies. Mass media is an important venue connecting the policy system and the public. 
Our data analysis can offer insight into the temporal patterns of media reports during the 
process of E-healthcare development in China.  

The linguistic network analysis results can help understand how the media responds 
to public policy during the process of E-healthcare policy issuance and implementation. 
Some published studies suggested that the traditional media might not be significantly 
affected by some policy announcements and partial implementations in China [27,28]. For 
E-healthcare and some other domains, the impact of the public policy process on tradi-
tional media has not yet been well analyzed [27]. Our results suggest that the temporal 
patterns of media reports have been mostly consistent with the policy trend. Specifically, 
in the policy embryonic period 2015–2016, on 15 October 2016, the State Council issued 
the outline of “Healthy China 2030”, which was the first time that E-healthcare was men-
tioned at the national strategy level. Industry management was the main topic of debate. 
In the policy development period 2017–2019, several policies and government plans on 
multiple levels of supervision and technology application were successively issued, fo-
cusing on support and guidance at the application level. E-healthcare policies entered a 
period of development. Many more topics needed to be thoroughly discussed with a 
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series of related policies published. All the four main topics, namely industry develop-
ment, healthcare, financial market, and industry management, were present in that pe-
riod. This reflects the characteristics and functionalities of media. 2017 Q3–2017 Q4 was 
the opening phase of the policy development period and also the phase with the most 
extensive media debate. The issues on E-healthcare industry development were discussed 
only in that phase and were closely linked to employment, retirement, organizational re-
form, and scientific and technological development. The debate on industrial manage-
ment covered many areas, such as corporate management, law, and finance. Since 2018 
Q1, the development path of the E-healthcare industry had gradually become clear. In 
April 2018, the General Office of the State Council issued “Opinions on Promoting the 
Development of “Internet Plus Healthcare”, “which was a programmatic policy of E-
healthcare. Supporting policies of Internet diagnosis and treatment, Internet hospital and 
telemedicine were successively published to further clarify the issue of Internet medical 
charges [2]. Meanwhile, since 2018 Q1, the debate and concerns on finance and industry 
regulation had become the focuses of media coverage. In April 2019, the State Council 
published “Opinions on Promoting the Development of Elderly Care Services”. Specific 
policies were put forward to implement the “Internet Plus elderly care” initiative and im-
prove the healthcare system for the elderly. Since 2019 Q3, healthcare for the elderly had 
begun to attract media and the public’s attention, which was associated with the huge 
market demand of E-healthcare for the elderly in China. Online payment for medical in-
surance was a challenge that restricted the development of E-healthcare. In August 2019, 
the National Healthcare Administration issued “Guidance on Improving the “Internet 
Plus” Medical Service Price and Medical Insurance Payment”, which included E-
healthcare services into medical insurance coverage for the first time. In February 2020, 
online payment for medical insurance was first experimented in the Zhejiang province, 
marking a significant breakthrough. With the announcement and implementation of the 
medical insurance payment policy, the “medical + medicine + medical insurance” linkage 
mechanism was promoted. In the policy outbreak period 2020-, the media continued to 
align with the policies, which focused on the payment standards of online medical insur-
ance and financial management. Medicine management started to become a concern in 
2020 Q3.  

During the study period, the COVID-19 pandemic had a strong impact on E-
healthcare and the whole healthcare industry. The absolute strength of Topic 2: health 
care peaked in 2020 Q1 and 2020 Q2, and the absolute strength of Topic 4: industry man-
agement increased significantly in 2020 Q2, both of which might be associated with the 
pandemic. However, the worst period of the COVID-19 pandemic in China was relatively 
short, and thus its impact on the focuses and main topics of E-healthcare media coverage 
was not that strong.  

In China, more detailed policies and actions that can promote the development of 
crucial links of E-healthcare, such as prescription circulation, medical insurance payment 
and online medical sales, are still needed. It is imperative that research institutes, social 
organizations, public health practitioners, and health care industry investors can get in-
volved in the debate on E-healthcare issues and related policies. Our findings can provide 
insight into the media environment of E-healthcare industry for them.  

Limitations 
This study inevitably has limitations. Our data source was limited to traditional me-

dia. According to Cui [29], there are currently three main categories of media in China: 
traditional media, internet media, and mobile media. Traditional media is relatively more 
regulated, while internet media and mobile media can be more convenient for public de-
bate. Most of our extracted keywords are nouns, and only a few are adjectives. These two 
types of words may play different roles. For example, unlike nouns, the adjective words 
were observed to be rarely interconnected with each other. The adjectives were intercon-
nected with the nouns and described the nature and direction of discussion on related 
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issues. Additionally, compared to the nouns, the adjectives had fewer links and were far-
ther from the center of the network in most of the phases. It has been suggested that ad-
jectives may differ from nouns in linguistic networks. With a small number of adjectives, 
we have not separately considered nouns and adjectives. Our analysis has been focused 
on media, and the observed changes have been explained from a policy change perspec-
tive. It has been recognized that media can also impact policy–as such, media and policy 
can be viewed as one interacting system. We defer to future research to study this system 
and conduct quantitative (as opposed to qualitative as in this study) analysis of the impact 
of policy change. Additionally, network-based analysis is still evolving, and the adopted 
analysis techniques may not be “optimal” for the proposed analysis. 

5. Conclusions 
A linguistic analysis of news reports on E-healthcare has been conducted. With the 

high significance of E-healthcare in China and worldwide and limited published linguistic 
analysis, this study is warranted. The data collection has broadly covered a large number 
of reports and from January 2015 to June 2021. A state-of-the-art network analysis tech-
nique has been adopted. The novel modeling has led to the discovery of highly informa-
tive data characteristics not achieved in the existing analyses. As discussed above, the 
findings are highly sensible and have demonstrated the alignment of media coverage with 
policy development and changes. Despite minor limitations, this study can be highly in-
formative for multiple stakeholders. 
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Figure A1. Module detection for the linguistic networks (2015 Q1–2019 Q2). (a) 2015 Q1–2015 Q4. 
(b) 2016 Q1–2017 Q2. (c) 2017 Q3–2017 Q4. (d) 2018 Q1–2019 Q2. 

  
(a) (b) 
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Figure A2. Module detection for the linguistic networks (2019 Q3–2021 Q2). (a) 2019 Q3. (b) 2019 
Q4–2020 Q1. (c) 2020 Q2. (d) 2020 Q3–2021 Q2. 

 
 

(a) (b) 

  
(c) (d) 

Figure A3. Semantic structure of Topic 2. (a) 2017 Q3–2017 Q4. (b) 2019 Q3. (c) 2019 Q4–2020 Q1. 
(d) 2020 Q2. 
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(e) 

Figure A4. Semantic structure of Topic 3. (a) 2018 Q1–2019 Q2. (b) 2019 Q3. (c) 2019 Q4–2020 Q1. 
(d) 2020 Q2. (e) 2020 Q3–2021 Q2. 
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Figure A5. Semantic structure of Topic 4 (2015 Q1–2019 Q2). (a) 2015 Q1–2015 Q4. (b) 2016 Q1–
2017 Q2. (c) 2017 Q3–2017 Q4. (d) 2018 Q1–2019 Q2. 
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(c) (d) 

Figure A6. Semantic structure of Topic 4 (2019 Q3–2021 Q2). (a) 2019 Q3. (b) 2019 Q4–2020 Q1. (c) 
2020 Q2. (d) 2020 Q3–2021 Q2. 

Table A1. Summary of module detection. 

Phase Modularity CC Number of Modules 
2015 Q1–2015 Q4 0.199 0 1 
2016 Q1–2017 Q2 0.3 0 1 
2017 Q3–2017 Q4 0.337 0.455 3 
2018 Q1–2019 Q2 0.332 0.303 2 
2019 Q3 0.503 0.392 5 
2019 Q4–2020 Q1 0.504 0.422 4 
2020 Q2 0.502 0.559 4 
2020 Q3–2021 Q2 0.477 0.541 3 
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